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ABSTRACT
The Gemini Multi-Conjugate Adaptive Optics System is the first sodium-based Multi-Laser
Guide Star (LGS) Adaptive Optics system used for astronomy. It uses five LGSs distributed
on a 1 arcmin2 constellation to measure and compensate for atmospheric distortions. In this
Letter, we use the LGS wavefront sensor data to derive the amount of differential focus caused
by horizontal sodium layer structures, which we call the focus excess (because it comes in
addition to the turbulent part). Based on data accumulated at a rate of around 1 week per month
during a period of 1 year, we derive an upper limit of the focus excess of 15 ± 60 nm rms for
an 8-m telescope over an 85 arcsec baseline. No anisotropy in the spatial distribution of this
error is detected.
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1 IN T RO D U C T I O N

Adaptive optics (AO) is a technique that aims at compensating
quickly varying optical aberrations to restore the ultimate angu-
lar resolution limit of an optical system. It uses a combination of
wavefront sensors (WFSs), to analyse the light-wave aberrations,
and deformable mirrors (DMs), to compensate them. Astronom-
ical observations with AO can only be obtained in the vicinity of
relatively bright stars (R ∼ 15). This puts a severe restriction on per-
formance, limiting the fraction of the sky accessible to only about
5 per cent. This realization led to the idea of using laser guide stars
(LGSs) to create bright artificial stars that could be used for AO
compensation at any position in the sky (Foy & Labeyrie 1985).
A so-called ‘sodium LGS’ can be created from resonant backscat-
tering of sodium atoms in a mesospheric layer that lies between
90 and 100 km above sea level. Today, most of the largest ground-
based telescopes are equipped with such lasers (Amico, Campbell &
Christou 2010). Recently, the Gemini Observatory produced the first
sodium LGS constellation to feed a Multi-Conjugate Adaptive Op-
tics (MCAO) system at the Gemini South 8-m telescope (d’Orgeville
et al. 2012; Rigaut et al. 2012), located at Cerro Pachón, Chile (lati-
tude 30.◦25 South). The Gemini MCAO System, called GeMS, uses
five LGSs feeding an equal number of 16 × 16 subaperture LGS
Shack–Hartmann WFSs to measure atmospheric distortions. Com-
pensation is done by two DMs conjugated optically at 0 and 9 km
above site and totalling 320 actuators.

The performance of a LGS AO system varies with the sodium
layer structure and dynamics. For instance, a good knowledge of
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the sodium abundance is crucial to understand the fluctuations of
the LGS brightness during the year (Moussaoui et al. 2010; Neichel
et al. 2013). The sodium layer thickness, through a simple parallax
effect, impacts the signal-to-noise ratio of the subapertures located
farthest from the laser launch location (Lardiere et al. 2010; Muller
et al. 2010). Fluctuations of the mean sodium altitude (changes
of the vertical structure of the sodium layer) lead to focus drift
and thus bias the measurement of the atmospheric turbulence fo-
cus (Pfrommer, Hickson & Chiao-Yao 2010; Pfrommer & Hickson
2010, 2012b).

For AO systems using multiple LGSs,1 the differential mean
sodium altitude between LGSs is also of importance as it can possi-
bly lead to significant loss in performance. Multi-LGS AO systems
typically perform a tomographic reconstruction of the atmospheric
turbulence volume above the telescope, using the signal from all the
WFSs. A differential mean sodium altitude leads to a differential fo-
cus error in each sensing direction, which will be ‘aliased’ through
the tomographic reconstruction into high-order, field-varying aber-
rations. This is a key parameter for the performance of GeMS, but
even more so for Extremely Large Telescope (ELT) LGS AO sys-
tems, given that this effect scales with the square of the telescope
diameter.

Pfrommer & Hickson (2012a) present results obtained at the
University of British Columbia Large Zenith Telescope Lidar on
the structure function of the sodium layer average altitude ver-
sus longitudinal and transversal angles with respect to the wind

1 To date, and of particular relevance, all planned ELT LGS AO systems are
designed to use multiple LGSs in order to reduce the cone effect (Tallon &
Foy 1990).
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Figure 1. Left-hand panel: GeMS LGS constellation geometry on the sky.
The five beams are sent in a constellation with four LGSs at the corner of
a 60 arcsec square, plus one in the centre. The number assigned to each
LGS follows the LGS WFS numbering system used in this Letter. Right-
hand panel: baselines spanned by all LGS pairs. Note that by definition
of the structure function, D(x, y) = D(−x, −y), so that only half of the
points/baselines are drawn here.

direction. These results show a large anisotropy: in the transversal
direction (i.e. perpendicular to the wind direction), the sodium layer
altitude varies much more (and/or much more rapidly) than in the
longitudinal direction (i.e. parallel to the wind direction). Accord-
ing to their results, for a 39-m-diameter telescope and for a 30-m
horizontal separation between LGSs at the sodium layer altitude,
one should expect about 0.8 µm of rms differential focus error for
a separation vector parallel to the wind direction, and 7 µm for a
vector perpendicular to the wind direction. For the Gemini 8-m
telescope, noting that this effect scales as D2, this would translate
into a differential focus rms error of 30 nm (parallel) and 280 nm
(perpendicular).

The GeMS constellation is made of four LGSs distributed over
a square of size 60 arcsec (or 26 m at the 90-km-high sodium
layer when observing at zenith), plus a fifth LGS at its centre (see
Fig. 1). This provides an ideal setup and geometry to investigate the
effect described by Pfrommer & Hickson (2012a), with six different
baselines ranging from 42 to 85 arcsec, and covering four different
position angles (orientation on the sky).

In this Letter, we carry an analysis of the GeMS LGS WFS data
to derive the amount of differential focus (i.e. the difference of focus
between two pointing separated by θ0) in excess to what is expected
from turbulence. Throughout this letter, that additional contribution
is called focus excess. It is expressed in nanometres (rms). The
mathematical expression of the focus excess is derived in the next
section.

Taking advantage of the GeMS LGS constellation geometry, we
investigate any potential anisotropy in the focus excess. Section 2
exposes the method and data processing and Section 3 presents the
results and discussion. Familiarity with the subject, for instance,
by having read Pfrommer & Hickson (2012a) will facilitate the
understanding of the current letter.

2 M E T H O D A N D DATA P RO C E S S I N G

The focus induced by sodium layer altitude variations is uncorre-
lated with the atmospheric turbulence focus. As a result, both will
thus combine quadratically. Similarly, the angular differential fo-
cus, that is, the differential focus between two directions separated
by a given angle θ0, is the Root Sum of Squares (RSS) contribution
of the differential atmospheric turbulent focus and the sodium layer
altitude-induced differential focus.

Noting mn, an and hn the measured, turbulent and sodium layer
altitude components for Zernike mode n [in this Letter, we follow
Noll (1976) notation, i.e. 4 is the focus, and 5 and 6 are the two

astigmatisms; note that hn = 0 for n �= 4] we have, neglecting the
noise,

m4 = a4 + h4 . (1)

Let us also introduce the shorthand notation [where the bold italic
symbols are vectors, e.g. θ = (θx, θy)]

δf (θ , θ0) = f (θ + θ0) − f (θ ) , (2)

where f is generic and can be replaced by m, a or h.
In this study, we use the fact that the angular differential at-

mospheric turbulent focus can be estimated from the differential
astigmatisms. Noll (1976) demonstrated that, for a circular non-
obstructed aperture, the single-direction variance of the coefficients
of focus and astigmatism modes induced by atmospheric turbulence
is the same, that is,
〈
a2

4

〉 = 〈
a2

5

〉 = 〈
a2

6

〉
, (3)

where 〈〉 denotes an ensemble average over time.
From Roddier et al. (1993), we find that, for any angle θ , the

angular correlation function of the focus is equal to the average of
the angular correlation functions of the two astigmatisms.

C44(θ ) = 1

2
[C55(θ ) + C66(θ )] . (4)

Combining these two results, it is easy to show that the differential
turbulent focus between two arbitrary directions should be equal to
the average of the differential astigmatisms:
〈
δa2

4(θ0)
〉 = 〈

(a4(θ + θ0) − a4(θ))2
〉

= 2
〈
a2

4

〉
(1 − C44(θ0))

= 〈
a2

5

〉
(1 − C55(θ0)) + 〈

a2
6

〉
(1 − C66(θ0))

= 1

2

[〈
δa2

5(θ0)
〉 + 〈

δa2
6(θ0)

〉]
. (5)

Now let us express σ 2
δh4

, the variance of the focus excess. From
equation (1), we have
〈
δm2

4(θ0)
〉 = 〈

δa2
4(θ0)

〉 + 〈
δh2

4(θ0)
〉

as turbulence and sodium layer altitude effects ought to be uncorre-
lated. Using equation (5)
〈
δh2

4(θ0)
〉 = 〈

δm2
4(θ0)

〉

−1

2

[〈
δa2

5(θ0)
〉 + 〈

δa2
6(θ0)

〉]

and finally

σ 2
δh4

(θ0) = 〈
δh2

4(θ0)
〉 = 〈

δm2
4(θ0)

〉

−1

2

[〈
δm2

5(θ0)
〉 + 〈

δm2
6(θ0)

〉]
(6)

which is simply saying that the variance of the focus excess σ 2
δh4

is
equal to the difference of the variance of the measured differential
focus with the average variance of the measured differential astig-
matisms, both available readily from the GeMS LGS WFS data.
Using these data, σ 2

δh4
(θ0) can be computed for each of the six LGS

WFS baselines.
One issue with equation (6) is that, because of noise and other

error sources, it is possible for σ 2
δh4

(θ0) to be negative. For the final
expression of the focus excess (in nm ems), we propose to use the
following:

σδh4 (θ0) = sign(σ 2
δh4

(θ0))
∣
∣σ 2

δh4
(θ0)

∣
∣1/2

. (7)
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The raw data collected from GeMS are of two types. In the first
type, data saved directly from the real-time computer are called
circular buffers (CBs). CBs contain LGS WFS slopes and DM
actuator commands for up to 24 000 contiguous AO loop frames,
which corresponds to 120 s for a 200-Hz GeMS main loop rate.2

The second type, called Real-Time Display (RTD) buffers, is saved
from the telemetry system and contains basically the same data, but
sampled only at 40 Hz approximately, irrespective of the AO loop
rate. These files are 5000 samples long, covering about 2 min. The
RTD buffers can be saved continuously, providing nearly seamless
coverage of arbitrarily large fractions of the nights.

The method used in this Letter is based on a modal open-loop
(OL) statistical analysis. OL measurements are reconstructed from
the LGS WFS closed-loop residual slopes and added to the DM
commands, properly time-registered and projected in the WFS space
using the system interaction matrix. Slopes are then projected on
the first 45 Zernike modes. Zernike modes were selected because
their statistical properties are well known for Kolmogorov and von
Karmann turbulence. At the end of this process, time series of 45
Zernike coefficients are available for the five LGS WFSs. From
these data, the following quantities can be computed:

(i) Coefficient variances per WFS.
(ii) Variance of the differential coefficients, i.e. variance of the

difference of the coefficient time series from two WFSs.
(iii) Power spectral densities (PSDs) of the coefficient time series

and the differential coefficient time series.

A last step is to remove the noise contribution from the computed
variances and differential coefficient variances. The noise on each
Zernike coefficient time series is estimated using the high-frequency
part of the coefficient PSDs. The cut-off frequency is adjusted for
each CB, and typically chosen to be one-tenth of the sampling
frequency. Fig. 2(a) shows an example of a PSD obtained for a CB
acquired in the night of 2012 January 8, for the focus (black) and
the two astigmatism modes (blue and red). The vertical dashed line
shows the frequency cut-off for noise estimation. These estimated
noise values are then used to unbias the Zernike coefficient variances
and differential variances.

3 R ESU LTS AND DISCUSSION

Fig. 3 shows an example of the canonical Zernike coefficient vari-
ance plot, the fit using Noll’s theoretical values and the fitted r0

value. This is used as a sanity check. Note that the tip and tilt are
not displayed as they are mostly meaningless when dealing with
LGS data.

Fig. 2(b) shows the PSD of the differential focus for all six
baselines. These are also used as a sanity check of the data. Note
that, expectedly, the knee frequency is at higher frequency than the
single direction focus PSD of Fig. 2(a) (5 Hz versus 1 Hz).

The noise-corrected measured differential Zernike coefficient rms
structure function, i.e. σδm4,5,6 versus the separation |θ0|, is shown in
Fig. 4. This plot shows results from two data sets, corresponding to
an excellent seeing case (lower set of curves, from 2011 November
5) and an average seeing case (upper set, from 2012 January 8).
As was already noted, there are six baselines in the GeMS constel-
lation, indicated here by the pair of numbers above the horizontal

2 The GeMS main loop can be operated up to 800 Hz, but generally 200 or
400 Hz is used, depending on the season and laser output power.

Figure 2. (a) Example of the PSD of the focus and the two astigmatism
Zernike modes, and frequency cut-off for noise estimation from the high-
frequency part of the spectra. The focus is shown in black, astigmatism 45
in blue and astigmatism 0 in red. (b) Example of the PSD of the differential
focus for all possible baselines.

Figure 3. Zernike coefficient rms for all WFSs, and the fitting derived from
Noll (thick red line). Example from 2012 January 8.

axis [e.g. θ0 = (θx, θy) = (+30, −30)]. Note that to avoid crowd-
ing the plot with overlapping symbols, points corresponding to the
same baseline length, but different baseline orientations, have been
shifted slightly towards the left-hand or right-hand side. Angular
differential rms values are shown for the focus, and the two astig-
matisms (see colour labels on the plot). The error bars on some of
the points are equal to the rms derived from the two values avail-
able for these baselines: for example, as can be seen in Fig. 1, the
value corresponding to the (+30,+30) separation can be computed
from the LGS pairs [5, 1] and [1, 3]. The thin solid black line
links the focus points and the dashed black line links the average
of the two astigmatisms. As already noted before, for the turbulent
component, the focus should be equal to the astigmatism average.
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Figure 4. Differential focus and differential astigmatism amplitude rms
versus baseline length. The top set of curves are for the night of 2012
January 8. The bottom set of curves are for 2011 November 5. See the text
for a detailed explanation.

Figure 5. Focus excess for all possible baselines for two sample nights
[baselines are reported as doublet (θ x,θ y) next to the data points]. The solid
line is for the good seeing case (2011 November 5). The dashed line is for
the average seeing case (2012 January 8).

This is the case for these two data sets, and indicates the absence
– within the error bars – of any additional component, in particular
a component that would be related to the sodium layer differential
altitude between the LGSs. The good-seeing data set (bottom) pro-
vides the tightest upper limit on this differential altitude component:
given that the seeing was extremely good, the differential mode rms
reaches a plateau at about 100 nm. A RSS contribution from the
differential altitude larger than 50 nm would certainly be seen in this
data set.

Fig. 5 shows the focus excess for the two data sets shown in
Fig. 4, for all six baselines. As already mentioned above, the 2011
November data show no indication of a focus excess larger than
about 50 nm. The other data set was recorded in worse seeing, and

Figure 6. Focus excess for all possible baselines and all CBs. The solid
line is the average over all CBs and the dashed error bars show the standard
deviation for each baseline.

suffers from more noise. It is actually compatible with a focus excess
of about 90 nm over the largest baseline [(60,60) ≡ 85 arcsec ≡
37 m at 90 km], but this is a detection under 1σ . Note that this data
set is among those with the largest focus excess.

GeMS started on-sky commissioning in 2011 January, at a rate of
five to seven nights per month. LGS WFS data have been regularly
saved throughout commissioning, and 160 CBs obtained over the
2011 March to 2012 May period have been used for the current
analysis. Fig. 6 extends the results of Fig. 5. For each baseline,
the 160 CBs provide as many values of the focus excess, from
which a mean and a rms can be computed, which are reported
in Fig. 6.

Based on these results, the upper limit on the differential fo-
cus error measured by GeMS is of the order of 15 ± 60 nm
for the largest baseline of 85 arcsec (37 m at 90 km). This is
compatible with the 30 nm longitudinal measurements presented
in Pfrommer & Hickson (2012a), but seems to exclude the large
transversal focus excess value of 280 nm found by the same
authors.

As these measurements were generally done without setting the
alignment of the LGS WFS to a particular value, the baselines are
generally not aligned with the ‘longitudinal’ and ‘transversal’ di-
rections; thus Fig. 6, as such, does not provide a strong constraint on
the anisotropy detected by Pfrommer & Hickson (2012a). To further
investigate a possible anisotropy in the measurements, we computed
the ratio of the focus excess for all possible perpendicular baselines.
This ratio is called ellipticity in the following. The six baselines
provide three perpendicular pairs (see Fig. 1), that is, for instance,
(+60, 0) with (0, +60). This ellipticity is plotted in Fig. 7 for the
160 CBs. In this polar plot, the radius is the ellipticity value, and the
angle ω is the position angle of the pair with respect to east/west.
ω is a combination of the baseline pair offset angle, the telescope
azimuth and the Cassegrain rotator position. All points are essen-
tially distributed along a circle, with no trace of ellipticity, which
indicates that, based on GeMS data, no anisotropy is detected in the
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Sodium layer altitude structure function from MCAO data L5

Figure 7. Ellipticity for all buffers (see text). The dashed circle has R = 1.
The solid circles have R = 0.9 and 1.1.

horizontal sodium layer structure function within ±10 per cent, in
contradiction with results by Pfrommer & Hickson (2012a).

4 C O N C L U S I O N

We have presented results of the differential focus wavefront error
measured from the GeMS LGS constellation. Based on data accu-
mulated at a rate of around 1 week per month during a period of
1 year, we derive an upper limit for the differential focus error of
the order of 15 ± 60 nm, over a baseline of 85 arcsec and for an
8-m telescope,3 or 27 ± 108 m expressed in sodium layer altitude.
Our data also indicate that within the relatively large error bars,
the mean sodium altitude horizontal structure function is isotropic.
Both these results are inconsistent with the results of Pfrommer &
Hickson (2012a), which show much larger focus excess values, as
well as a very strong anisotropy of this quantity. If our results were
confirmed, this would have positive consequences for the ELT AO
systems, which were the AO systems most affected by the findings
of Pfrommer & Hickson (2012a). We intend to continue recording
data from GeMS, and develop a collaboration with Pfrommer to
explain the discrepancy between our results.

3 To scale to another diameter, multiply by the square of the diameter ratio.
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