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2 Projects Into 1 – GNAO/RTC
• Until early May, 2019, the GEMMA Program contained 2 separate projects: the Gemini

North Adaptive Optics (GNAO) project and the Real-Time Computer (RTC) project.
• Due to considerable synergies between the GNAO and RTC projects and to improve

management and execution efficiencies, Gemini has merged these two projects.
• The RTC will be a subsystem of GNAO.

GNAO to GNAO/RTC

RTC

AOS

LGS
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High-level GNAO/RTC Accomplishments To Date
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1.1  Meetings and Milestones
● Scheduled firm dates for the CoDR and tentative dates for the remaining main project reviews. 
● Set milestones on a per subsystem basis. 

1.2  Project Management, including non-subsystem-specific SE
● Identified and added the staff needed to manage and perform the GNAO/RTC project.  
● Constructed a credible, fully-resourced project plan.  
● Raised the project to very high priority in the observatory. 
● Organized the project team for efficient performance. 
● Performed functional decomposition and flowed down requirements. 
● Advanced inter-subsystem and external interface definition.  

1.3  Science, including the AOWG
● Assembled a science team and Adaptive Optics (AO) working group, both involving many 

external participants. 
● Identified and fleshed out science cases pertinent to GNAO/RTC. 
● Derived near-final science requirements from the science cases. 
● Progressed the Concept of Operations (ConOps) document. 
● Performed detailed AO simulations to estimate performance and inform design choices. 



High-level GNAO/RTC Accomplishments To Date, cont.
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1.4  Laser Guide Star Subsystem (LGS)
● Considered several laser configurations, weighing performance and cost. 
● Advanced several optical design concepts, leading to a near-final conceptual optical design. 
● Advanced several mechanic design concepts, leading to a near-final conceptual mechanical 

design. 
● Considered electrical needs, including re-use of existing electronics and systems. 
● Preliminarily selected and costed hardware for the LGS. 

1.5  Adaptive Optics Subsystem (AOS)
● Prepared a near-final conceptual optical design. 
● Advanced a conceptual mechanical design. 
● Preliminarily selected and costed hardware for the AOS, including WFS cameras, DMs, and TT. 
● Functionally decomposed computers and software for the subsystems and the Top Level 

Computer (TLC). 

1.6  Real-Time Computer (RTC)
● Calculated required computing power and did a preliminary computer selection. 
● Identified and began evaluating candidate RTC packages.  



Nearly-Final GNAO/RTC Science Requirements
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Gemini’s ICDs and Specification Documents 
That GNAO/RTC Will Comply With

General Gemini Facility ICDs
● Gemini Observatory Facility Instrument Common Requirements and Standards Specification (version C)
● ICD 1.9/5.0 Science and Facility Instruments to Transport, Observatory and Operations Environments ICD (version C) – This 

includes environmental temperature ranges, etc.  
● ICD 1.5.3/1.9 ISS to Science Instruments ICD (version D)
● ICD 1.9/3.6 Science and Facility Instruments to ISS System Services ICD (version F)
● ICD 1.9/2.7 Science Instruments to Facility Handling Equipment ICD (version E)
● ICD-G0014 Optomechanical Coordinate System (version B)
General Gemini Software Requirements, Standards, and ICDs
● GIAPI Builder Req-01302009 GIAPI Software Requirements for Instrument Builders (version 04) ICD 50
● GIAPI C++ Language Glue API ICD (version 11) 
● GIAPI Use-08292006 GIAPI Design and Use (version 08)
● GPSG-STD-102 Coding Standards and Guidelines for the Gemini Data Processing Software (in development)
● Gemini Recipe System documentation (in development)
Applicable Software ICDs
● 1.1.13/1.9 Interlock System to Science Instruments ICD (version A)
● ICD 10 EPICS Synchro Bus Driver (version 13 - Nov 1997)
● ICD 20 Synchro Bus - Node/Page Specifications (version D)
Applicable Telescope Subsystem ICDs
● Telescope Control System (TCS) ICD
● Secondary Control System (SCS) ICD
● Acquisition and Guidance System (A&G) ICD
● Observatory Control System (OCS) ICD
● Data Handling System (DHS) ICD
● Gemini Interlock System (GIS) ICD
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GEMMA Organizational Structure
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GNAO/RTC Project Organizational Structure

red indicates external participants 9



GNAO/RTC Technical Organizational Structure
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Technical Org Structure, cont., plus meetings
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The purpose for the more detailed technical org chart given on the previous slide is to better focus the work to be 
performed and the corresponding communication.  This standard project organization empowers the subsystem 
leads to perform their jobs, along with their teams, reporting progress and problems up to the PM.  The following 
meetings have been or are being stood up to facilitate communication:

Description Organizer Frequency Day / time Length Attendees

Team-Lead meetings Dave / Natalia weekly Mon at 9:00 AM HST hour Dave, Gaetano, Julia, Natalie, 
Eduardo, Paul, Natalia

Team-Lead catchup Dave / Natalia weekly Thurs at 10:30 AM HST 1/2 hour Dave, Gaetano, Julia, Natalie, 
Eduardo, Paul, Natalia

Team meetings Dave / Natalia monthly Tues at 9:00 AM HST, first or last 
Tues of month hour all

System Working Group Natalie weekly Wed at 9:00 AM HST hour as required

LGS team Eduardo weekly Tues at 11:00 AM HST 1/2 hour LGS team
AOS team Gaetano weekly Thurs at 11:00 AM HST hour AOS team
TLC team Dave weekly Fri at 10:00 AM HST hour TLC team
RTC team Paul weekly hour RTC team

AOWG Gaetano every-other-week variable hour AOWG
Science Morten / Julia weekly Tues at 11:30 AM HST 1/2 hour science team
ConOps Julia as required as required variable ConOps team

virtual hallway Dave / Natalia twice per week Tues and Thurs at 8:30 AM HST 1/2 hour optional, anyone
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GNAO/RTC Subsystems Overview
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Real Time Computer (RTC)

Adaptive Optics Subsystem (AOS)

Laser Guidestar 
Subsystem (LGS)

Top Level Computer (TLC)

Telescope



The Laser Guide-Star Subsystem (LGS)
• The LGS uses lasers to cause sodium in the upper atmosphere to fluoresce and, thereby, forms 

‘stars’ that the AO subsystem (AOS) can use to correct atmospheric turbulence (instead of natural 
guide-stars that are only sparsely available with adequate brightness).  

• We are considering several configurations, weighing cost and performance (we already have 1 laser 
and a center Laser Launch Telescope (LLT)):
• 3/5/5 (left): 5 spots using 3 lasers, 4 new LLTs, and the existing center LLT.  
• 3/6/6 (center): 6 spots using 3 lasers and 6 new LLTs.  
• 2/4/4 (right): 4 spots using 2 lasers and 4 new LLTs.  
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0.557±0.055 0.577±0.037 0.487±0.032
The numbers given are K-band Strehl ratios (average and standard deviation across the field), median seeing, from simulations (v1.1:2 July 2019, tables 7-9).  



Conceptual top and side views of the 2/4/4 LGS option

15



Result of planning for LGS option selection
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• Given our planning, LGS option 2/4/4 is the one that fits within our current funding
envelope.

• We believe that we can marginally meet our requirements with this option, but with no
headroom.

• As we do the 2/4/4 design and implementation, we will provide a ready post-GEMMA
upgrade path to either 3/5/5 or 3/6/6. Benefits would include improved performance and
support for future ground-layer AO use.



The Adaptive Optics Subsystem (AOS)
The Adaptive Optics Subsystem (AOS), sometimes also referred to as the AO Bench (AOB), will 
measure wavefront aberrations introduced mostly by the atmosphere and apply corrections for 
these aberrations.  
• Since the AOS needs to handle multiple LGSs and NGSs, as in the previous slides, the design 

and implementation of the AOS is very challenging, particularly within Gemini’s volume and 
mass constraints.  

• To help envision this, concepts of the optical path and mechanical mounting for the AOS are 
shown below.  For reference, the ISS, the dark gray cube, is about 1.6m on a side.  
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The Real-Time Computer (RTC)
The Real-Time Computer (RTC) reads the 
wavefront sensors (WFSs), calculates 
corrections, and outputs those 
corrections to the deformable mirrors 
(DMs) and tip/tilt (TT) mirror, all at 500 
frames per second (fps) or faster.  
• A huge amount of I/O (input/output) 

needs to occur and large numbers of 
calculations need to be done per 
second.  

• Other functions need to be performed 
(interfacing with the outside world; 
providing streams of data; and 
updating wavefront reconstruction 
matrices).  

• We will use state-of-the-art interface 
hardware and computer servers.  

• The RTC will be made modular.
• Taking advantage of that modularity, 

we will deliver a new RTC 
implementation for GeMS.
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Example RTC Hard Real-Time Data Flow (from GPI project)



Topics

• Introduction. 
• Brief technical description for context.  
• In-depth project plan.  
• Risks.  
• Systems Engineering plan.   
• Summary.  

19



Overall GNAO/RTC Development Approach

Overall GNAO/RTC approach:

● Have Gemini serve as “prime contractor” and then:

● Do the LGS subsystem in-house – buy components, but do the
design and implementation in-house.

● Subcontract out the AO subsystem – subcontract with a qualified
external vendor.

● Use a hybrid approach for the RTC – utilize an existing code
package, but procure the hardware platform and tailor the software
package in-house.
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GNAO/RTC Project Structure
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The GNAO/RTC project will be divided into 3 phases and 5 stages as follows:



GNAO/RTC Scope
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• The GEMMA NSF CSA award will fund the GNAO/RTC project from its planning stage
through its first-light astronomical image, concluding at completion of I&T.

• We will complete a Commissioning plan as part of the current GNAO/RTC
funding.

• The GNAO/RTC project will continue beyond first-light, with O&M funding, to execute
Commissioning.

• Except for integrating and testing with it, the GNAOI instrument is outside the scope
the GNAO/RTC project.

• An Adaptive Secondary Mirror (ASM) is being considered as a separate project,
using other funding -- the GNAO/RTC project will not preclude the use of it in the future.



Work Breakdown Structure (WBS), Top Level
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WBS # WBS Title Deliverable Responsible 
Organization

1.1 Meetings and Milestones reviews and other project 
meetings

Gemini

1.2 Project Management, 
including non-subsystem-
specific SE

management and SE 
products

Gemini

1.3 Science, including the 
AOWG

Sciences cases, science 
requirements, and 
consultation

Gemini

1.4 Laser Guide Star 
Subsystem (LGS)

LGS subsystem Gemini

1.5 Adaptive Optics 
Subsystem (AOS)

AOS subsystem Gemini and a to-be-
selected subcontractor

1.6 Real-Time Computer 
(RTC)

RTC subsystem Gemini and possibly a to-
be-selected subcontractor

(please see WBS__GNAO_RTC.final_2_4_4 for much more detail)



Preliminary GNAO/RTC reviews schedule
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GNAO/RTC reviews are preliminarily scheduled as in the following (please note that we
have scheduled our CoDR for 9/26/19 and 9/27/19, as calendar conflicts prevented us
from using our preliminary dates in the week of 9/16/19):



Project phases showing completions for subsystems
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• The project phases are shown in yellow.
• The AOS (to be subcontracted), follows those phases -- the AOS is shown in blue.
• The RTC, shown in green, will be phased to be ready for integration with the AOS during the AOS’s build phase.
• The LGS subsystem, in orange, will be integrated onto the telescope and tested as its components are ready, to

be prepared for the AOS integration early in I&T.
• The bulk of the I&T phase will be dedicated to integrating the AOS and testing the system as a whole.



Phasing With Fractions Of Project
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Basis of Estimate
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In-House Work
• Solicited estimates from the experts in Gemini.
• Then sanity checked each other and against other projects as possible.
• Used all of the estimates to construct a fully resourced project plan for labor using MS Project.

Adaptive Optics Subsystem (AOS) Subcontract
• Requested Rough Order of Magnitude (ROM) estimates from 4 institutions skilled in the art of building AO

systems.
• Flowed-down top-level requirements to the AO subsystem in a preliminary sense.
• Sent a Documentation Package to the prospective institutions.
• All of the institutions responded. The summary is that we estimate that the AOS subcontract will cost

approximately $4.36M.
• This does not include expensive AOS components that Gemini would procure and provide.

RTC Subcontract
• Option 1: Start with an existing code package and adapt it to our needs in-house.
• Option 2: Subcontract with another institution to develop all or most of the RTC for us.

• Requested Rough Order of Magnitude (ROM) estimates from 2 institutions experienced with RTC
development.

• Both responded. The summary is that we estimate that an RTC subcontract would cost approximately
$2.2M.

Procurements
• Estimated costs based on: previous quotes (adjusting for inflation), recent interactions with prospective

vendors, web-quotes, and/or experience with previous projects for lower-cost items.



GNAO/RTC End-of-project Deliverables
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The end-of-project GNAO/RTC Deliverables currently include:
● GNAO/RTC Facility
● GNAO/RTC Documentation Set
● GNAO/RTC Facility Associated Hardware
● GNAO/RTC Facility Associated Software
● Relevant Observatory Infrastructure Upgrades
● Relevant Observatory Control System Upgrades
● Staff GNAO/RTC Training



GNAO/RTC Labor by Fiscal Year
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(includes 22% complexity)



GNAO/RTC Budget by Fiscal Year, 1 of 2
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(includes 22% complexity as appropriate)



GNAO/RTC Budget by Fiscal Year, 2 of 2

31

(includes 22% complexity as appropriate)



GNAO/RTC Phased Procurements
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Please note that the phased procurements shown below will require ordering and partially paying 
for some items prior to the conclusion of our Design Phases, the laser and LLTs in particular. 

(includes 22% complexity)



GNAO/RTC Budget by WBS Element

33(includes 22% complexity as appropriate) PEP page 41 (Table 
7d) 



GNAO/RTC FY Budget, Cumulative
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GNAO/RTC resource-loaded project schedule, 1 of 2
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(please see WBS__GNAO_RTC.final_2_4_4 for much more detail)



GNAO/RTC resource-loaded project schedule, 2 of 2
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(please see WBS__GNAO_RTC.final_2_4_4 for much more detail)



Earned Value Analysis (EVA)
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• Earned Value Analysis (EVA) will be used to track the project from both labor cost and
schedule perspectives.

• The Cost Performance Index (CPI) and Schedule Performance Index (SPI) will be
tracked down to the discipline level for each subsystem.

• When management, systems engineering, and science are included, this will result in 19
elements that will be tracked.

• Labor will be tracked to these levels using a Gemini account number for each.

• Actual costs and % completes will be entered, to update and report CPI and SPI, on a
monthly basis.

• The requirement to use EVA in this manner and at the same frequency (monthly) will be
flowed down to our subcontractors.

• A complication for EVA is that we have been instructed to include complexity in our
plan on a per-line basis. If we left complexity included when calculating EVA, CPI
would appear very off even if the project were running perfectly to plan. Therefore, we
will need to remove complexity when calculating EVA.



Gemini’s Request to NSF
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For purposes of project management, we expect to hold 
the 22% complexity factor as a separate reserve going 
forward,  instead at the line-by-line project level (as it is 
currently).



GNAO/RTC Staffing Plan
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The table below shows GNAO/RTC’s labor needs in FTE-fractions per FY (assuming
1720 hours per year) by labor category. “Software Engineer” is highlighted in yellow
because that was our only pressing need when the PEP was produced. That need has
been resolved.



Hiring and Staff Transition Plan
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Significant progress has been made in staffing:

● Senior Project Manager hired (David Palmer);

● Principal Investigator designated (Gaetano Sivo);

● Subcontract Manager hired (Celia Blain);

● Project Scientist designated (Julia Scharwächter);

● Sr. System Engineer hired (William Rambold, through a staffing agency
due to his current location);

● Postdoc hired (David Jenkins, starting in July); and

● A combination of people already involved with the project will serve as
AO Scientist (Gaetano Sivo, Celia Blain, Laure Catala (a postdoc), and
Marcos van Dam (a contractor we have worked with frequently in the
past)).



Change and Document Control Plans
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Change Control Plan

• All changes to the project will be requested through a Change Request Form to the Project 
Manager.  

• We will institute a change control board (CCB) consisting of at least the PM, PI, and SE.    

• Budget or schedule thresholds would need Executive Committee Chair concurrence:
• greater than $200k for cost or greater than one month for schedule.  

• All changes will be reported to the Executive Committee Chair, regardless of size.  

Documentation Control Plan

• Project documents will go under change control as listed in the next slide: “GNAO/RTC 
Documentation Set With CC Indicated”.  

• Once under change control, the same CCB described above will need to approve changes.  

• To physically control documents, we will use Gemini’s Document Management Tool (DMT).



GNAO/RTC Documentation Set, With CC Indicated
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Updated Risk Register, 1 of 2
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Updated Risk Register, 2 of 2
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Gemini’s Request to NSF
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We ask the NSF to join with Gemini staff and governance to expedite the
approvals for procurements that will affect the GNAO/RTC schedule (~4-5
critical procurements). We request that NSF strive for a expedited
turnaround time (e.g. 10 business days) for these critical reviews and
approvals.

We ask NSF to review a contract for the long-lead procurement for the
TOPTICA laser(s) at the time of GNAO/RTC CoDR (September/October
2019).
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GNAO/RTC Systems Engineering Objectives
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• Apply best practices to GNAO/RTC.  
• Ensure that as a system GNAO/RTC meets all the 

requirements derived from the GNAO/RTC science cases 
and requirements, and the Concept of Operations (ConOps).  

• Ensure that the resulting top-level requirements are 
systematically decomposed to generate the system 
requirements specification.  

• Define and control interfaces between subsystems within 
the system and between the system and the outside world.  

• Define the most effective cost/schedule design solution that 
allows its implementation and integration for a smooth 
acceptance test to transition to science operations.  



GNAO/RTC Systems Engineering Engine, 1 of 2
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• The GNAO/RTC Project Team is adhering to a tailored 
Systems Engineering “Engine” (adapted from 
recommendations by NASA) to design and integrate 
the GNAO/RTC system.  

• There are three sets of common technical processes in 
the context of the engine: 
1. System Design Processes, 
2. Product Realization Processes, and 
3. Technical Management Processes. 



GNAO/RTC Systems Engineering Engine, 2 of 2
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GNAO/RTC Technical Management Processes
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• The technical management processes are crosscutting tools for planning 
and executing the project.  

• Systems Engineering will help coordinate the activities of these processes in 
conjunction with the integrated team, including the Principal Investigator, 
Project Manager, Subsystems Leads, and Scientists: 
• Technical Planning Process
• Technical Control Processes
• Requirements Management
• Interface Management
• Technical Risk Management
• Configuration Management 
• Technical Data Management (Quality, Tech Tolerances and Budgets)
• Technical Assessment (validation and verification) 
• Technical Decision Analysis Process (trade studies)

• Systems Engineering will assure that everyone on the project follows best 
Systems Engineering practices.  



GNAO/RTC System Design Processes and 
Interrelationships, 1 of 2
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· The System Design Processes are a key set of activities when designing a scientific facility or 
instrument
· It is very important during the formulation phase (the design phase) of a project to invest in 

efficient, tailored design processes such as those shown in the GNAO SE Engine.

· Requirement Definition Processes: 
1. Define the Stakeholder Expectations

· The activities of this process are mostly science driven to define from the science needs 
and science cases the High-level Science Requirements, and the development of the 
Concept of Operation (ConOps) of GNAO. 

2. (2a) Perform initial logical  decomposition  to define GNAO Functional Architecture, then, 
(2b) to decompose (flow down, derive and allocate) the System Technical Requirements

· Technical Solution Definition Processes: 
1. Define the physical architecture of the instrument to decompose the Product Breakdown 

Structure (PBS). 
2. Define the most cost effective technical design solution that must meets the set of system 

requirements, and satisfies the baselined stakeholder expectation of GNAO



GNAO/RTC System Design Processes and 
Interrelationships, 2 of 2
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GNAO/RTC Summary
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We have:
• Made significant technical progress. 
• Identified and added the staff needed to manage 

and perform the GNAO/RTC project.  
• Constructed a credible, fully-resourced project 

plan.  
• Raised the project to very high priority in the 

observatory.  
We believe that we have demonstrated that we have 
what it takes to successfully execute the GNAO/RTC 
project, on-time and on-budget, delivering a world-class 
Adaptive Optics facility to Gemini North!

GeMS at Gemini South
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Key Team Bios, 1 of 4
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David Palmer, Project Manager

Dave Palmer has approximately 25 years of project and people management experience. He has
successfully managed projects of varying sizes, up to about the $10M per year level, in both the public
and private sectors. One of those projects was the Gemini Planet Imager (GPI), giving him invaluable
experience and insights for the management of GNAO/RTC. On GPI (and other AO systems) he also
had technical responsibility for the design and development of the Adaptive Optics Computer (AOC).
He is a Computer Scientist by degree, specializing in real-time control for many of the past 39 years.

Gaetano Sivo, Principal Investigator

Gaetano Sivo has a Ph.D. in adaptive optics and astronomy. He has 10 years of experience working on
adaptive optics for astronomy and instrumentation development of various systems. One of these was
the Canary wide-field AO demonstrator in which Gaetano has participated in the design and
conducted successfully the first on-sky demonstration of using new smart AO controllers on multi-
laser AO systems. The past 5 years he has been dedicating his time on the Gemini South multi
conjugated AO GeMS serving as instrument scientist and project scientist of various upgrades on this
system such as the new Toptica laser.



Key Team Bios, 2 of 4
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Natalie Provost, Lead Systems Engineer

Natalie is the Gemini South Lead Systems Engineer, where she has been working on AO projects since
arriving in August 2018. Prior to that, she has had 18 years of aerospace and systems engineering
experience on satellite systems. She joined Gemini from The Aerospace Corporation, where she was a
key member of the commissioning team of the Joint Polar Satellite System (JPSS) at NASA; her role
was as the Instrument Post Launch Test Lead and Instrument Systems Engineer for Flight Operations.
Prior to that Natalie had significant System Engineering and Project Engineering positions at
Northrop Grumman Aerospace Systems and Boeing Integrated Defense Systems.

Julia Scharwächter, GNAO Project Scientist

Julia Scharwächter has 14 years of work experience in observational astronomy, including 7 years at
international observatories. Her main research interests include active galactic nuclei and the
evolution of galaxies and their supermassive black holes with a focus on adaptive-optics-assisted
observations and integral field spectroscopy. She holds a Ph.D. in astrophysics from the University of
Cologne (Germany, 2005) and worked as an ESO Fellow at the European Southern Observatory in
Chile and as a postdoctoral researcher at the Australian National University and at Paris Observatory
in France. Julia joined Gemini Observatory as an Associate Scientist in 2016, where she has been the
GMOS-N Instrument Scientist since July 2016 and the GNAO Project Scientist since April 2019.



Key Team Bios, 3 of 4
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Paul Hirst, RTC Project Scientist

Paul Hirst has a Ph.D. in astronomy and 20 years of experience of operations, infra-red
instrumentation, data reduction pipelines, and data archiving at major astronomical observatories. As
head of the Technology Development Department at Gemini, Paul contributes expertise from both the
technological and the research astronomer viewpoint to leverage new and established software and
hardware technologies to efficiently meet the challenges of modern observatory operations and
development.

Eduardo Marin, Project Engineer, LGS WP Lead

Eduardo Marin has approximately 12 years of experience working at astronomical observatories. He is
an expert in nighttime operations focusing on the “Big-Picture” of how systems are interconnected and
work together. Since 2011 he has been part of the GeMS team at Gemini South specializing in
maximizing the efficacy of laser-assisted AO operations. He was a key member of the LGSF upgrades at
both Gemini South and North, working on the integration and leading the night time commissioning of
the new laser systems. He has an undergraduate degree in Astronomy and is currently pursuing a
master’s degree in Optical Sciences.
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William Rambold, Systems/Software Engineer

William Rambold has more than 35 years experience in the development and operational support of
Astronomical Instruments at HAA, Gemini, CFHT, and as a private contractor. His areas of expertise
include control systems, real-time software, electronics, detectors, systems engineering, project
management, and system testing/verification. William has had significant involvement in many
workhorse facility instruments, for example, developing the control system architecture for the
Gemini GMOS spectrograph and providing project/systems engineering oversight for the CFHT
MegaCam wide-field imager. He has been involved with AO related projects since the late 1980s; he
developed the control system, and was project engineer, for the ASP Muhlmann Prize-winning CFHT
HRCam image stabilizer; developed the software architecture for the ALTAIR AO system; and was
responsible for operational support of the GeMS AO System Real-Time Controller


